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Abstract

We propose a physical model representing a non laminated active thrust bearing system, ob-
tained via Maxwell’s equations, giving the magnetic vectorpotential with eddy currents. We
show that this model is flat in a “practical” sense. In particular, motion planning of the magnetic
flux and eddy currents can be easily deduced.

Keywords. Maxwell equations, eddy currents, flatness motion planning, active thrust bearings,
vector potential

1 Introduction

As related by numerous authors [10], eddy currents in magnetic thrust bearings (MTB) affect sharply
the magnitude and the dynamical response of magnetic forces.

The aim of this paper is to present a control solution able to settle a given magnetic flux in the
air-gap, by imposing the coil voltage, in a prescribed duration while being able to influence the eddy
current creation.

This problem constitutes a challenge not only since, according to Maxwell’s partial differential
equations [2], the system describing the dynamics of the magnetic flux in the MTB is inherently of
an infinite-dimensional nature, but also because of the complexity of the geometry of the domain
constituted by the bearing and the associated boundary conditions.

Our purpose is to show that the infinite dimensional system describing the vector potential in
the MTB is flat in a ”practical” sense, suitable to easily solve the above mentioned motion planning
problem (see also e.g. [8] or [3, 4] in the context of the heat equation). For finite dimensional
theoretic aspects and various applications of differential flatness the reader may refer to [5] (see also
[6, 8] in the particular context of magnetic bearing systems).

The paper is organized as follows: Section 2 is devoted to thepresentation of the infinite di-
mensional thrust bearing system controlled by its coil voltage. Its general solution is obtained,
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in Subsection 2.3.2, as a mixed series in trigonometric and Bessel functions (see e.g. [9] for an
extensive introduction to Bessel functions). The notion of“pratical” flatness is then presented in
Section 3, both in the time and frequency domains. The “pratical” flatness of our MTB system is
studied in Subsection 3.2 and, finally, an application to motion planning is described in Section 4.

2 Description of the thrust bearing system

We derive a model for the vector potential in a solid MTB without slots. This model takes the form
of a diffusion equation in several adjacent hollow cylinders (see Figure 1), with mixed Dirichlet-
Robin-Neumann boundary conditions and controlled by its coil voltage, whose expression is given
by:

U(t) = RI(t)+N
dΦ
dt

(t) (1)

with N the number of windings,R the resistance of the coil andΦ(t) the magnetic flux across the
air gap.
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Figure 1: Sectional view of a half MTB
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2.1 Choice of coordinates

Taking into account the symmetries of the problem, and in particular the invariance by rotation
around the rotor axis, we use cylindrical coordinates centered at the rotor axis. The height coordinate
is denoted byzand the radial one byr. Due to the curl invariance, the angular coordinateθ does not
appear explicitly in the equations and is therefore omitted. We also denote the time byt.

According to the magnetic properties of this system, the vector potential is oriented along the
ortho-radial direction. Hence it has only one non zero component in this direction, which simplifies
the formulation of Maxwell’s equations. Recall that the magnetic field and the induction are deduced
from the vector potential by its curl, that the magnetic flux is obtained by a contour integral of the
vector potential, and that the eddy currents are proportional to the time-derivative of the vector
potential.

2.2 Maxwell’s equations

In cylindrical coordinates(r,θ ,z) with unit vectors(~er ,~eθ ,~ez), we consider a vector function
~A(r,θ ,z) = Ar(r,θ ,z)~er +Aθ (r,θ ,z)~eθ +Az(r,θ ,z)~ez. Recall that the vector Laplacian operator in
cylindrical coordinates applied to a vector function~A is given by:

~∆~A=

(

∂ 2Ar

∂z2 +
1
r2

∂ 2Ar

∂θ 2 +
∂ 2Ar

∂ r2 +
1
r

∂Ar

∂ r
− Ar

r2 − 2
r2

∂Aθ
∂θ

)

~er

+

(

∂ 2Aθ
∂z2 +

1
r2

∂ 2Aθ
∂θ 2 +

∂ 2Aθ
∂ r2 +

1
r

∂Aθ
∂ r

− Aθ
r2 − 2

r2

∂Ar

∂θ

)

~eθ

+

(

∂ 2Az

∂z2 +
1
r2

∂ 2Az

∂θ 2 +
∂ 2Az

∂ r2 +
1
r

∂Az

∂ r
− Az

r2

)

~ez

(2)

If ~A is now a vector potential oriented along the ortho-radial direction and independent ofθ , as
it is the case in this paper, the only non zero component of~A is Aθ which we denote byA from now
on, for simplicity’s sake. The previous expression (2) thusreads:

~∆~A=

(

∂ 2A
∂z2 +

∂ 2A
∂ r2 +

1
r

∂A
∂ r

− A
r2

)

~eθ (3)

We also denote by∆A the component of~∆~A with respect toeθ , i.e.

∆A=
∂ 2A
∂z2 +

∂ 2A
∂ r2 +

1
r

∂A
∂ r

− A
r2 (4)

Maxwell’s equations of the MTB system may be decomposed into8 open subdomains,
Ω1, . . . ,Ω8, shown in Figure 1, with conductivityσi and magnetic permeabilityµi . In every open
subdomainΩi , i = 1, . . . ,8, we consider the corresponding vector potential, denotedby Ai . It satisfies

∆Ai(r,z, t) = σiµi
∂Ai

∂ t
(r,z, t),∀t ∈ [0,T] ,∀(r,z) ∈ Ωi , A(r,z, t),

8

∑
i=1

Ai(r,z, t)1Ωi (r,z) (5)

where1Ωi (·, ·) is the indicator function of the subdomainΩi

We now detail the boundary conditions for all these subdomains. They are of three kinds: zero
magnetic flux or zero vector potential on an edge, continuityof the vector potential and its gradient
through an edge, or imposed tangential magnetic induction on the edges of the coil.

In the whole domainΩ, the initial condition is zero. The boundary conditions below are stated
for all t:

3
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• For∂Ω1:






















A1(r0,z, t) = 0 ∀ z∈]z0,z1[
1
r1

∂
∂ r (rA1(r,z, t))

∣

∣

∣

r=r1
= BT,1(z, t) ∀ z∈]z0,z1[

∂
∂zA1(r,z, t)

∣

∣

∣

z=z0
= 0 ∀r ∈]r0, r1[

A1(r,z1, t) = A2(r,z1, t) ∀r ∈]r0, r1[

(6)

• For∂Ω2:






















A2(r0,z, t) = 0 ∀ z∈]z1,z2[
1
r1

∂
∂ r (rA2(r,z, t))

∣

∣

∣

r=r1
= 1

r1

∂
∂ r (rA3(r,z, t))

∣

∣

∣

r=r1
∀ z∈]z1,z2[

∂
∂zA2(r,z, t)

∣

∣

∣

z=z1
= ∂

∂zA1(r,z, t)
∣

∣

∣

z=z1
∀r ∈]r0, r1[

A2(r,z2, t) = 0 ∀r ∈]r0, r1[

(7)

• For∂Ω3:


















A3(r1,z, t) = A2(r1,z, t) ∀ z∈]z1,z2[
A3(r2,z, t) = A4(r2,z, t) ∀ z∈]z1,z2[

∂
∂z (A3(r,z, t))

∣

∣

∣

z=z1
= BT,3(r, t) ∀r ∈]r1, r2[

A3(r,z2, t) = 0 ∀r ∈]r1, r2[

(8)

• For∂Ω4:






















A4(r3,z, t) = 0 ∀ z∈]z1,z2[
1
r2

∂
∂ r (rA4(r,z, t))

∣

∣

∣

r=r2
= 1

r2

∂
∂ r (rA3(r,z, t))

∣

∣

∣

r=r2
∀ z∈]z1,z2[

∂
∂zA4(r,z, t)

∣

∣

∣

z=z1
= ∂

∂zA5(r,z, t)
∣

∣

∣

z=z1
∀r ∈]r2, r3[

A4(r,z2, t) = 0 ∀r ∈]r2, r3[

(9)

• For∂Ω5:






















A5(r3,z, t) = 0 ∀ z∈]z0,z1[
1
r2

∂
∂ r (rA5(r,z, t))

∣

∣

∣

r=r2
= BT,5(z, t) ∀ z∈]z0,z1[

∂
∂zA5(r,z, t)

∣

∣

∣

z=z0
= 0 ∀r ∈]r2, r3[

A5(r,z1, t) = A4(r,z1, t) ∀r ∈]r2, r3[

(10)

• For∂Ω6:


















A6(r0,z, t) = 0 ∀ z∈]z−2,z−1[
1
r1

∂
∂ r (rA6(r,z, t))

∣

∣

∣

r=r1
= 1

r1

∂
∂ r (rA7(r,z, t))

∣

∣

∣

r=r1
∀ z∈]z−2,z−1[

A6(r,z−1, t) = A1(r,z0, t) ∀r ∈]r2, r3[
A6(r,z−2, t) = 0 ∀r ∈]r2, r3[

(11)

• For∂Ω7:


















A7(r1,z, t) = A6(r1,z, t) ∀ z∈]z−2,z−1[
A7(r2,z, t) = A8(r2,z, t) ∀ z∈]z−2,z−1[

∂
∂z (A7(r,z, t))

∣

∣

∣

z=z−1
= BT,7(r, t) ∀r ∈]r1, r2[

A7(r,z−2, t) = 0 ∀r ∈]r1, r2[

(12)

4
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• For ∂Ω8:



















A8(r3,z, t) = 0 ∀ z∈]z−2,z−1[
1
r2

∂
∂ r (rA8(r,z, t))

∣

∣

∣

r=r2
= 1

r2

∂
∂ r (rA7(r,z, t))

∣

∣

∣

r=r2
∀ z∈]z−2,z−1[

A8(r,z−1, t) = A5(r,z0, t) ∀r ∈]r0, r1[
A8(r,z−2, t) = 0 ∀r ∈]r0, r1[

(13)

whereBT,1(z, t), BT,3(z, t), BT,5(z, t) and BT,7(z, t) are the tangential component of the magnetic
induction created on the edges of the coil. It may be shown using [1], that there exist functions
Zi , i = 1,5 andRj , j = 3,7, depending on the air gaple, such that:

BT,i(z, t) = Zi(z, le)I(t)
BT, j (r, t) = Rj(r, le)I(t)

whereI(t) is the current intensity in the coil.

2.3 Solution in the particular case of three adjacent domains

2.3.1 The system of PDEs for three adjacent domains

For the sake of simplicity, we only present the solution in a set of three adjacent domains (say
domainsΩ1, Ω2 andΩ3). The computation of the general solution follows the same lines.

We introduce the time Laplace transform ofAi(r,z, t), i ∈1,2,3, notedÂi(r,z,s),
∫ +∞

0 Ai(r,z, t)estdt.

It is well known that the Laplace transform of∂Ai
∂ t is equal tosÂi(r,z,s).

For convenience, using the linearity of the diffusion equation, the vector potential is searched in
the form:

A(r,z, t),
3

∑
i=1

Ai(r,z, t)1Ωi (r,z),
3

∑
i=1

(Air (r,z, t)+Aiz(r,z, t))1Ωi (r,z) (14)

where:

Âi,r(r,z,s) =
+∞

∑
k=0

αi,k(s)ϕr,i,k(r,s)ψr,i,k(z) (15)

Âi,z(r,z,s) =
+∞

∑
k=0

βi,k(s)ϕz,i,k(r)ψz,i,k(z,s) (16)

Âi,r(r,z,s) andÂi,z(r,z,s) being solution respectively of

∆Âi,κ(r,z,s) = σbµbsÂi,κ(r,z,s) (17)

in Ωi , i = 1,2,3, κ = r,z, with boundary conditions:

5
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• for ∂Ω1























Â1,r(r0,z,s) = 0 ∀ z∈]z0,z1[
1
r1

∂
∂ r

(

rÂ1,r(r,z,s)
)

∣

∣

∣

r=r1
= B̂T,1(z,s) ∀ z∈]z0,z1[

∂
∂zÂ1,r(r,z,s)

∣

∣

∣

z=z0
= 0 ∀r ∈]r0, r1[

Â1,r(r,z1,s) = 0 ∀r ∈]r0, r1[























Â1,z(r0,z,s) = 0 ∀ z∈]z0,z1[
1
r1

∂
∂ r

(

rÂ1,z(r,z,s)
)

∣

∣

∣

r=r1
= 0 ∀ z∈]z0,z1[

∂
∂zÂ1,z(r,z,s)

∣

∣

∣

z=z0
= 0 ∀r ∈]r0, r1[

Â1,z(r,z1,s) = Â2(r,z1,s) ∀r ∈]r0, r1[

(18)

• for ∂Ω2























Â2,r(r0,z,s) = 0 ∀ z∈]z1,z2[
1
r1

∂
∂ r

(

rÂ2,r(r,z,s)
)

∣

∣

∣

r=r1
= 1

r1

∂
∂ r

(

rÂ3(r,z,s)
)

∣

∣

∣

r=r1
∀ z∈]z1,z2[

∂
∂zÂ2,r(r,z,s)

∣

∣

∣

z=z1
= 0 ∀r ∈]r0, r1[

Â2,r(r,z2,s) = 0 ∀r ∈]r0, r1[























Â2,z(r0,z,s) = 0 ∀ z∈]z1,z2[
1
r1

∂
∂ r

(

rÂ2,z(r,z,s)
)

∣

∣

∣

r=r1
= 0 ∀ z∈]z1,z2[

∂
∂zÂ2,z(r,z,s)

∣

∣

∣

z=z1
= ∂

∂zÂ1(r,z,s)
∣

∣

∣

z=z1
∀r ∈]r0, r1[

Â2,z(r,z2,s) = 0 ∀r ∈]r0, r1[

(19)

• for ∂Ω3


















Â3,r(r1,z,s) = Â2(r1,z,s) ∀ z∈]z1,z2[

Â3,r(r2,z,s) = Â4(r2,z,s) ∀ z∈]z1,z2[
∂
∂z

(

Â3,r(r,z,s)
)

∣

∣

∣

z=z1
= 0 ∀r ∈]r1, r2[

Â3,r(r,z2,s) = 0 ∀r ∈]r1, r2[



















Â3,z(r1,z,s) = 0 ∀ z∈]z1,z2[

Â3,z(r2,z,s) = 0 ∀ z∈]z1,z2[
∂
∂z

(

Â3,z(r,z,s)
)

∣

∣

∣

z=z1
= B̂T,3(z,s) ∀r ∈]r1, r2[

Â3,z(r,z2,s) = 0 ∀r ∈]r1, r2[

(20)

whereÂ4(r2,z,s) is a given function.

Note that the componentŝAi,r(r,z,s) (resp.Âi,z(r,z,s)) represent the radial (resp. axial) diffusion
in the material.

6
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2.3.2 Solution

Combining (15), (16) and (17), it is readily seen thatϕi,κ ,k andψi,κ ,k are given by:

∂ 2ϕi,r,k

∂ r2 (r,s)+ 1
r

∂ϕi,r,k
∂ r (r,s)−

(

σbµbs+ 1
r2

)

ϕi,r,k(r,s)

ϕi,r,k(r,s)
=−

∂ 2ψi,r,k

∂z2 (z)

ψi,r,k(z)
= λr,i,k ∀k∈ N, i = 1,2,3

−
∂ 2ϕi,z,k

∂ r2 (r)+ 1
r

∂ϕi,z,k
∂ r (r)− 1

r2 ϕi,z,k(r)

ϕi,z,k(r)
=

∂ 2ψi,z,k

∂z2 (z,s)−σbµbsψi,z,k(z,s)

ψi,z,k(z,s)
= λz,i,k ∀k∈ N, i = 1,2,3

This leads to the two systems of equations:






∂ 2ϕi,r,k

∂ r2 (r,s)+ 1
r

∂ϕi,r,k
∂ r (r,s)−

(

σbµbs+λr,i,k+
1
r2

)

ϕi,r,k(r,s) = 0
∂ 2ψi,r,k

∂z2 (z)+λr,i,kψi,r,k(z) = 0
(21)

and






∂ 2ϕi,z,k

∂ r2 (r)+ 1
r

∂ϕi,z,k
∂ r (r)+

(

λz,i,k− 1
r2

)

ϕi,z,k(r) = 0
∂ 2ψi,z,k

∂z2 (z,s)− (λz,i,k+σbµbs)ψi,z,k(z,s) = 0
(22)

Let us introduce the notations:






Ξi(rm, rn,η)= Ii (rnη)K1(rmη)+(−1)iKi (rnη)I1(rmη))
K1(rmη)

ϒi(rm, rn,λ )=
Ji(rn

√
λ)Y1(rm

√
λ)−Yi(rn

√
λ)J1(rm

√
λ))

Y1(rm
√

λ)

(23)

with rm, rn ∈ R, η ,λ ∈ C andJi , (resp. Ii) the Bessel function (resp. modified Bessel function) of
the first kind and of the i-th order,i = 0,1, and withYi , (resp.Ki) the Bessel function (resp. modified
Bessel function) of the second kind and of the i-th order,i = 0,1, [9].

In order to find the unknown functions corresponding to the direct coil contribution, we project
B̂T,i(z,s), i = 1,3 on the functional basis{cos

(

(z− z0)
√

λr,1,k
)

|k ∈ N} andB̂T, j(r,s), j = 3,7 on
the functional basis{ϒ1(r1, r,λz,3,k)|k∈N}:

B̂T,i(z,s) = Zi(z, le)Î(s) = Î(s)∑+∞
k=0 Z̃i,k(l̂e(s))cos

(

(z− z0)
√

λr,i,k
)

B̂T, j (r,s) = Rj(r, le)Î(s) = Î(s)∑+∞
k=0 R̃j ,k(l̂e(s))ϒ1(r1, r,λz, j ,k)

(24)

where,∀k∈ N, for i = 1,5 and j = 3,7:

Z̃i,k(le) =
2

z1−z0

∫ z1
z0

Zi(ξ , le)cos
(

(ξ − z0)
√

λr,i,k
)

dξ

R̃j ,k(le) =
∫ r2
r1 ρRj (ρ ,le)ϒ1(r1,ρ ,λz, j,k)dρ
∫ r2
r1 ρ(ϒ1(r1,ρ ,λz, j,k))

2
dρ

(25)

Then, the solutions inΩi , i = 1,2,3 are given,∀n∈ N, by:


























































Â1r(r,z,s) = Î(s)∑+∞
k=0 Z̃1,k(l̂e(s))

Ξ1(r0,r,Λr,1,k(s))
Λr,1,k(s)Ξ0(r0,r1,Λr,1,k(s))

cos
(

(z− z0)
√

λr,1,k
)

Â1z(r,z,s) = ∑+∞
k=0b1,k(s)ϒ1(r0, r,λz,1,k)cosh

(

(z− z0)Λz,1,k(s)
)

Â2r(r,z,s) = ∑+∞
k=0a2,k(s)Ξ1(r0, r,Λr,2,k(s))sin

(

(z2− z)
√

λr,2,k
)

Â2z(r,z,s) = ∑+∞
k=0b2,k(s)ϒ1(r0, r,λz,1,k)sinh

(

(z2− z)Λz,1,k(s)
)

Â3r(r,z,s) = ∑+∞
k=0

(

γ3,k(s)I1
(

rΛr,2,k(s)
)

+ δ3,k(s)K1
(

rΛr,2,k(s)
))

sin
(

(z2− z)
√

λr,2,k
)

Â3z(r,z,s) = Î(s)∑+∞
k=0 R̃3,k(l̂e(s))ϒ1(r1, r,λz,3,k)

sinh((z2−z)Λr,2,k(s))
Λr,2,k(s)cosh((z2−z1)Λr,2,k(s))

(26)
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where, forκ = r,z, i = 1...8 and∀k∈ N, λκ ,i,k andΛκ ,i,k(s) are defined in Appendix A.1 and where
b1,k, a2,k(s), b2,k(s), γ3,k(s), δ3,k(s), are to be determined by the following system, deduced from the
continuity of the vector potential and its gradient on the common edges of the adjacent domains:



































b1,n(s)cosh((z1− z0)Λz,1,n(s))−b2,n(s)sinh((z2− z1)Λz,1,n(s))−∑+∞
k=0a2,k(s)h1,2,k,n(s) = 0

b2,n(s)cosh((z2− z1)Λz,1,n(s))+b1,n(s)sinh((z1− z0)Λz,1,n(s)) = Î(s)g1,2,n(s)

(−1)nΛr,2,n(s)a2,n(s)−Λz,3,n(s)(γ3,nI0(r1Λz,3,n(s))− δ3,nK0(r1Λz,3,n(s))) = Î(s)g3,2,n(s)

γ3,n(s)I1(r1Λz,1,n(s))+ δ3,n(s)K1(r1Λz,1,n(s))−a2,n(s)Ξ1(r0, r1,Λr,2,n(s))−∑+∞
k=0b2,k(s)h2,3,k,n(s) = 0

γ3,n(s)I1(r2Λz,1,n(s))+ δ3,n(s)K1(r2Λz,1,n(s)) = g3,4,n(s)
(27)

with:

g3,4,n(s) =
2

z2− z1

∫ z2

z1

A4(r2,ξ ,s)sin

(

(z2− ξ )
√

λr,2,k

)

dξ

and withg1,2,n(s), g3,2,n(s), h1,2,k,n(s), h2,3,k,n(s) defined in Appendix A.1 for the 8 sub domains
problem. Suitably grouping theses equations, the system reads:

(

B1,n −B2,n

B3,n B4,n

)(

b1,n(s)
b2,n(s)

)

=

(

∑+∞
k=0a2,k(s)h1,2,k,n(s)

g1,2,n(s)

)

(28)

with
B1,n = cosh((z1− z0)Λz,1,n(s)), B2,n = sinh((z2− z1)Λz,1,n(s))
B3,n = sinh((z1− z0)Λz,1,n(s)), B4,n = cosh((z2− z1)Λz,1,n(s))

and

(

Γ1,n −Γ2,n

Γ3,n Γ4,n

)(

γ3,n(s)
δ3,n(s)

)

=

(

(−1)n+1Λr,2,n(s)a2,n(s)+g3,2,n(s)
a2,n(s)Ξ1(r0, r1,Λr,2,n(s))+∑+∞

k=0b2,k(s)h2,3,k,n(s)

)

(29)

with
Γ1,n = Λz,3,n(s)I0(r1Λz,3,n(s)), Γ2,n = Λz,3,n(s)K0(r1Λz,3,n(s))
Γ3,n = I1(r1Λz,1,n(s)), Γ4,n = K1(r1Λz,1,n(s))

It can be shown that the matricesB of (28) andΓ of (29) are invertible. Therefore, we can obtain
b1,n, b2,n, γ3,n andδ3,n in function of thea2,n’s. Substituting them into the last equation of (27) for all
n∈N, we get a linear equation for thea2, j ’s for everyn∈N. Therefore, the complete solution of (17)
with boundary conditions (18)-(20) is given by (14). Moreover, one can show that the coefficients
a2, j , previously obtained are linear with respect toÎ , assuming thatg3,4,n is linear with respect tôI .
Therefore, we can definea′2,n, b′1,n, b′2,n, γ ′3,n andδ ′

3,n such that∀n∈N:

a2,n(s) = Î(s)a′2,n(s), b1,n(s) = Î(s)b′1,n(s), b2,n(s) = Î(s)b′2,n(s),

γ3,n(s) = Î(s)γ ′3,n(s), and δ3,n(s) = Î(s)δ ′
3,n(s)

(30)

The solution of System (5)-(13) is obtained in an analogous way (see Appendix A.1). It may
also be proven that the analogue of the coefficientsa2, j , b1,n, b2,n, γ3,n andδ3,n are linear with respect
to Î .
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3 Differential flatness

3.1 Notion of “practical” flatness for infinite-dimensional systems

Basics on finite dimensional differential flatness may be found in [5] (see also [6] in the context of
magnetic bearing systems). Roughly speaking, a system withm inputsu andn statesx is differen-
tially flat if there exists anm-dimensional outputy (called flat output), with functionally independent
components, function ofx, u, and possibly afinite number of time derivatives ofu, for whichx and
u can be expressed as functions ofy and afinite number of its time derivatives.

In our problem, the model with state~A and inputU is infinite -dimensional, and the above defi-
nition does not directly apply. Here, we do not want to make a rigorous theory of flatness for infinite
dimensional systems and we restrict to anad hocdefinition, well suited to obtain a solution of the
motion planning problem. This is why this property is calledpractical.

3.1.1 In the time domain

Let us denote byΩ =
⋃8

i=1 Ωi . The set of infinitely differentiable functions from[0,T] to R (resp.
from Ω× [0,T]) to R) is denoted byC∞([0,T]) (resp.C∞(Ω× [0,T])). We consider the systemΣ
defined by (5)-(13).

Definition 1. We say thatΣ is “practically” differentially flat (or, in short, flat) if there exist linear
operators

• A : C∞([0,T])−→C∞(Ω× [0,T])

• U : C∞([0,T])−→C∞([0,T])

• Y : C∞(Ω× [0,T])×C∞([0,T])−→C∞([0,T])

such that if A∈C∞(Ω× [0,T]) is solution ofΣ corresponding to U∈C∞([0,T]), then

y= Y (A,U) = YAA+YUU ⇐⇒ A y= A, U y=U.

3.1.2 In the frequency domain

Assuming that the Laplace transforms of the signalsA, U andy are well defined for alls∈
√
−1R,

in the frequency domain and denoting byÂ,Û , ŷ the Laplace transforms ofA,U,y respectively,
Definition 2 reads1:

Definition 2. We say thatΣ is “practically” differentially flat (or, in short, flat) if there exist linear
operators

• A : C∞(
√
−1R)−→C∞(Ω×

√
−1R)

• U : C∞(
√
−1R)−→C∞(

√
−1R)

• Y : C∞(Ω×
√
−1R)×C∞(

√
−1R)−→C∞(

√
−1R)

such that ifÂ∈C∞(Ω×
√
−1R) is solution ofΣ corresponding toÛ ∈C∞(

√
−1R), then

ŷ= Y (Â,Û) = Y AÂ+Y UÛ ⇐⇒ A ŷ= Â, U ŷ= Û .

Remark 1. In Definition 2, the operatorsA , U andY are not necessarily equal toA , U andY

respectively, of Definition 1, since the latter operators may depend on time.
1Definition 2 can be made rigorous by using Mikusiński’s operational calculus [7]
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3.2 A flat output

The line integral of the tangential component of the magnetic induction on one edge of the MTB is,
according to Maxwell’s equations, the line integral of the normal derivative of the vector potential
on this edge. Choosing the edge ofΩ1 opposed to the coil, the time function denoted byy, given by
the line integral of the tangential magnetic induction on this edge is our candidate flat output:

ŷ(s) = Y (Â) =
1
r0

∫ z1

z0

∂
∂ r

(

rÂ1(r,ξ ,s)
)

∣

∣

∣

∣

r=r0

dξ (31)

whereA1 is defined in (14).
Let us show that the knowledge of this output allows to obtainthe value of the vector potential

in the whole domainΩ and the value of the corresponding coil voltage.
Formula (31), with (26) and (27), combined with Wronskian identities of Bessel functions [9],

reads:

ŷ(s) =
2Î(s)

r0

(

∞

∑
k=0

(−1)kZ̃1,k(l̂e(s))

Λr,1,k(s)
(π

2 + kπ
)

Ξ0(r0, r1,Λr,1,k(s))
+

1
π

+∞

∑
k=0

b′1,k(s)sinh((z1− z0)Λz,1,k(s))

Λz,1,k(s)

)

(32)

with b′1,k(s) =
b1,k(s)

Î(s)
(see (30)) andb1,k(s) given by (27).

We set

Ĝ(s),
2
r0

(

∞

∑
k=0

(−1)kZ̃1,k(l̂e(s))

Λr,1,k(s)
( π

2 + kπ
)

Ξ0(r0, r1,Λr,1,k(s))
+

1
π

+∞

∑
k=0

b′1,k(s)sinh((z1− z0)Λz,1,k(s))

Λz,1,k(s)

)

Remark thatĜ(s) does not depend on̂I(s). Then:

Î(s) =
ŷ(s)

Ĝ(s)
(33)

wherever this fraction is well defined.
Thus, we can defineU (resp.A ) using (1) (resp. (36) and (37)).U reads:

U (s)=
1

Ĝ(s)

(

R+2Nπr1s

(

2
z1− z0

+∞

∑
k=0

Ξ1(r0, r1,Λr,1,k(s))
Λr,1,k(s)Ξ0(r0, r1,Λr,1,k(s))

Z̃1,k+
+∞

∑
k=0

b′1,k(s)ϒ1(r0, r1,λz,1,k)

))

(34)
The expression ofA is obtained by combining (36) given in Section A.2, (37) and (33). Its

expression, very long and complicated, is omitted due to thelack of space.
Therefore the vector potential inΩ and the corresponding coil voltage are everywhere given as
functions ofy according to the expression ofA and (34). It is also possible to deduce the value of
the magnetic flux in function ofy as shown in Appendix A.2.

4 Motion planning

In this section, the knowledge of the flat output is used to control, in open loop, the flux in the air
gap between two given steady states:Φ∗(t0) andΦ∗(t1), in a prescribed duration (t1− t0), the rotor
being kept fixed. The superscript “∗” stands for reference trajectories.
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When the flux is brought from one value to another in a finite time, eddy currents appear in the
magnetic material of the MTB, thus resulting in an increase of the flux settling time and dissipated
energy.

There is an infinite number of ways to bring the flux from one value to another, with more or
less eddy currents. In order to reduce the eddy currents in the MTB, we can impose the variation of
the flux using the flatness property of the system.

We follow the following steps:

1. We calculate the initial and final values of the flat outputy(t) from the valuesΦ∗(t0) and
Φ∗(t1). For i = 0,1:

y∗i = y(ti)=
Ĝ(0)Φ∗(ti)

2πr1

(

2
z1−z0

∑+∞
k=0 Z̃1,k(le(t))

Ξ1(r0,r1,Λr,1,k(0))
Λr,1,k(0)Ξ0(r0,r1,Λr,1,k(0))

+∑+∞
k=0b′1,k(0)ϒ1(r0, r1,λz,1,k)

)

2. We define the trajectoryy(t) between these two values as a Gevrey function (see [8] p.91):

ygev(t) =















0 for t < 0
∫

t−t0
t1−t0

0 e−(τ(1−τ))−υ
dτ

∫ 1
0 e−(τ(1−τ))−υ dτ

for 0≤ t ≤ t1

1 for t > t1

(35)

whereυ ≥ 1 is a real parameter tat may be tuned: the steepness of the function increases with
υ . Thusy reads :

y(t) = (y∗1− y∗0)ygev(t)+ y∗0

3. The corresponding voltageU(t) is thus obtained using the inverse Laplace transform ofU (s)
given in (34):

U(t) = L
−1(

U (s)
)

y(t)

whereL −1 denotes the inverse Laplace transform, defined by

L
−1{F(s)} = 1

2πι
lim

T→+∞

∫ c+ιT

c−ιT
estF(s)ds

with ι =
√
−1 andc∈ R, provided that the integral converges.

4. We compute the corresponding induced fluxΦe(t), created by the eddy currents, using the
inverse Laplace transform ofF (s) defined in Appendix A.2 and given by (41):

Φe(t) = L
−1(

F (s)
)

y(t)

Assuming that this flux is zero att = 0, we may try to maintain its time derivative as small as
possible in order to keepΦe(t) small,∀t ∈ [t0, t1].

Then, the computed voltageU(t) to be applied to the coil is deduced.

5 Conclusion

A model of the MTB without slots and where eddy currents are taken into account has been derived
in this paper. It has been shown that this infinite dimensional system is flat in a “practical” sense.
The flat output chosen is the integral of the tangential component of the magnetic induction on the
edge ofΩ1 atr = r0. Finally, this flat output is used to drive the magnetic flux, in open loop, between
two steady states in prescribed duration. The minimizationof the influence of the eddy currents in
the effective magnetic flux and the feedback regulation problem will be studied in future works.
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A Appendix

A.1 Expression of the vector potential inΩ as functions ofŷ(s)

The vector potential in the whole domainΩ1 reads:






































































































































Â1r(r,z,s) = Î(s)∑+∞
k=0 Z̃1,k(l̂e(s))

Ξ1(r0,r,Λr,1,k(s))
Λr,1,k(s)Ξ0(r0,r1,Λr,1,k(s))

cos
(

(z− z0)
√

λr,1,k
)

Â1z(r,z,s) = ∑+∞
k=0b1,k(s)ϒ1(r0, r,λz,1,k)cosh

(

(z− z0)Λz,1,k(s)
)

Â2r(r,z,s) = ∑+∞
k=0a2,k(s)Ξ1(r0, r,Λr,2,k(s))sin

(

(z2− z)
√

λr,2,k
)

Â2z(r,z,s) = ∑+∞
k=0b2,k(s)ϒ1(r0, r,λz,2,k)sinh

(

(z2− z)Λz,2,k(s)
)

Â3r(r,z,s) = ∑+∞
k=0

(

γ3,k(s)I1
(

rΛr,3,k(s)
)

+ δ3,k(s)K1
(

rΛr,3,k(s)
))

sin
(

(z2− z)
√

λr,3,k
)

Â3z(r,z,s) = Î(s)∑+∞
k=0 R̃3,k(l̂e(s))ϒ1(r1, r,λz,3,k)

sinh((z2−z)Λr,3,k(s))
Λr,3,k(s)cosh((z2−z1)Λr,3,k(s))

Â4r(r,z,s) = ∑+∞
k=0a4,k(s)Ξ1(r3, r,Λr,4,k(s))sin

(

(z2− z)λr,4,k
)

Â4z(r,z,s) = ∑+∞
k=0b4,k(s)ϒ1(r3, r,λz,4,k)sinh

(

(z2− z)Λz,4,k(s)
)

Â5r(r,z,s) = Î(s)∑+∞
k=0 Z̃5,k(l̂e(s))

Ξ1(r3,r,Λr,5,k(s))
Λr,5,k(s)Ξ0(r3,r2,Λr,5,k(s))

cos
(

(z− z0)
√

λr,5,k
)

Â5z(r,z,s) = ∑+∞
k=0b5,k(s)ϒ1(r3, r,λz,5,k)cosh

(

(z− z0)Λz,5,k(s)
)

Â6r(r,z,s) = ∑+∞
k=0a6,k(s)Ξ1(r3, r,Λr,6,k(s))sin

(

(z− z−2(s))
√

λr,6,k
)

Â6z(r,z,s) = ∑+∞
k=0b6,k(s)ϒ1(r3, r,λz,6,k)sinh

(

(z− z−2(s))Λz,6,k(s)
)

Â7r(r,z,s) = ∑+∞
k=0

(

γ7,k(s)I1
(

rΛr,7,k(s)
)

+ δ7,k(s)K1
(

rΛr,7,k(s)
))

sin
(

(z− z−2(s))
√

λr,7,k
)

Â7z(r,z,s) = Î(s)∑+∞
k=0 R̃7,k(l̂e(s))ϒ1(r1, r,λz,7,k)

sinh((z−z−2(s))Λr,7,k(s))
Λr,7,k(s)cosh(hdΛr,7,k(s))

Â8r(r,z,s) = ∑+∞
k=0a8,k(s)Ξ1(r0, r,Λr,8,k(s))sin

(

(z− z−2(s))
√

λr,8,k
)

Â8z(r,z,s) = ∑+∞
k=0b8,k(s)ϒ1(r0, r,λz,8,k)sinh

(

(z− z−2(s))Λz,8,k(s)
)

(36)
with, ∀k∈ N:

12



Motion Planning for an Active Thrust Bearing System Turpault, Lévine, Da Silva

•
√

λr,1,k =
√

λr,5,k =
π
2 +kπ
z1−z0

,
√

λr,2,k =
√

λr,3,k =
√

λr,4,k =
π
2+kπ
z2−z1

, k∈ N
√

λr,6,k =
√

λr,7,k =
√

λr,8,k =
kπ
hd
, k∈ N∗

•
√

λz,1,k,
√

λz,2,k and
√

λz,8,k are the positive roots ofϒ0(r0, r1,λ ) = 0, k∈ N

•
√

λz,3,k and
√

λz,7,k are the positive roots ofϒ1(r1, r2,λ ) = 0, k∈N

•
√

λz,4,k,
√

λz,5,k and
√

λz,6,k are the positive roots ofϒ0(r3, r2,λ ) = 0, k∈ N

• ∀k∈ N :
Λκ ,i,k(s) =

√

λκ ,i,k+σbµbs, κ = r,z, i = 1, · · · ,5
Λκ , j ,k(s) =

√

λκ , j ,k+σdµds, κ = r,z, j = 6,7,8

hd is the width of the disc.The unknown functionsam,k(s), m= 2,4,6,8, bn,k(s), n= 1,2,4,5,6,8,
γp,k(s) andδp,k(s), p= 3,7, are to be determined by the following system, deduced fromthe conti-
nuity of the vector potential and its gradient on the common edges of the adjacent domains:































































































b1,n(s)cosh((z1− z0)Λz,1,n(s))−b2,n(s)sinh((z2− z1)Λz,2,n(s))−∑+∞
k=0a2,k(s)h1,2,k,n(s) = 0

Λz,1,n(s)(b2,n(s)cosh((z2− z1)Λz,1,n(s))+b1,n(s)sinh((z1− z0)Λz,1,n(s))) = Î(s)g12,n(s)
a2,n(s)Λr,2,n(s)Ξ0(r0, r1,Λr,2,n(s))−Λr,3,n(s)(γ3,nI0(r1Λr,3,n(s))− δ3,nK0(r1Λr,3,n(s))) = Î(s)g3,2,n(s)
γ3,n(s)I1(r1Λr,3,n(s))+ δ3,n(s)K1(r1Λr,3,n(s))−a2,n(s)Ξ1(r0, r1,Λr,2,n(s))−∑+∞

k=0 b2,k(s)h2,3,k,n(s) = 0
γ3,n(s)I1(r2Λr,3,n(s))+ δ3,n(s)K1(r2Λr,3,n(s))−a4,n(s)Ξ1(r3, r2,Λr,4,n(s))−∑+∞

k=0 b4,k(s)h3,4,k,n(s) = 0
a4,nΛr,4,n(s))Ξ0(r0, r1,Λr,4,n(s))−Λr,3,n(s)(γ3,nI0(r2Λr,3,n(s))− δ3,nK0(r2Λr,3,n(s))) = Î(s)g3,4,n(s)
Λz,4,n(s)(b4,ncosh((z2− z1)Λz,4,n(s))+b5,nsinh((z1− z0)Λz,5,n(s))) = Î(s)g5,4,n(s)
b5,ncosh((z1− z0)Λz,5,n(s))−b4,nsinh((z2− z1)Λz,4,n(s))−∑+∞

k=0a4,k(s)h4,5,k,n(s) = 0
b6,n(s)sinh(hdΛz,6,n(s))−b5,n = Î(s)g5,6,n(s)
a6,n(s)Λr,6,n(s)Ξ0(r3, r2,Λr,6,n(s))−Λr,6,n(s)(γ7,n(s)I0 (r2Λr,6,n(s))− δ7,n(s)K0 (r2Λr,6,n(s))) = Î(s)g7,6,n(s)
(γ7,nI1(r2Λr,7,n(s))+ δ7,nK1(r2Λr,7,n(s)))−a6,nΞ1(r3, r2,Λr,6,n(s))−∑+∞

k=0b6,k(s)h6,7,k,n(s) = 0
(γ7,nI1(r1Λr,7,n(s))+ δ7,nK1(r1Λr,7,n(s)))−a8,nΞ1(r0, r1,Λr,8,n(s))−∑+∞

k=0b8,k(s)h7,8,k,n(s) = 0
a8,n(s)Λr,8,n(s)Ξ0(r0, r1,Λr,6,n(s))−Λr,7,n(s)(γ7,n(s)I0 (r1Λr,7,n(s))− δ7,n(s)K0 (r1Λr,7,n(s))) = Î(s)g7,8,n(s)
b8,n(s)cosh(hdΛz,8,n(s))−b1k(s) = Î(s)g1,8,n(s)

(37)
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Where:

ν1n = ∑+∞
k=0

∫ r1
r0

ρ |ϒ1(r0,ρ ,λz,1,n))|2dρ
ν2n = ∑+∞

k=0

∫ r3
r2

ρ
∣

∣ϒ1(r3,ρ ,λz,5,n))
∣

∣

2
dρ

g1,2,n(s) =
1

ν1n
∑+∞

k=0
(−1)kZ̃1,k(l̂e(s))

√
λr,1,k

Λr,1,k(s)Ξ0(r0,r1,Λr,1,k(s))

∫ r1
r0

ρΞ1(r0,ρ ,Λr,1,k(s))ϒ1(r0,ρ ,λz,1,n)dρ
g3,2,n(s) =

4
πr1(z2−z1)

∑+∞
k=0 R̃3,k(l̂e(s))

1
Λr,2,k(s)cosh((z2−z1)Λr,2,k(s))

∫ z2
z1

sinh
(

(z2− ξ )Λr,2,k(s)
)

sin
(

(z2− ξ )
√

λr,2,n
)

dξ

g3,4,n(s) =
2

(z2−z1)
∑+∞

k=0 R̃3,k(l̂e(s))
√

λz,3,kϒ0(r1,r2,λz,3,k)

Λr,4,k(s)cosh((z2−z1)Λr,4,k(s))

∫ z2
z1

sinh
(

(z2− ξ )Λr,4,k(s)
)

sin
(

(z2− ξ )
√

λr,4,n
)

dξ

g5,4,n(s) = 1
ν2n

∑+∞
k=0

(−1)kZ̃5,k(l̂e(s))
Λr,5,k(s)Ξ0(r3,r2,Λr,5,k(s))

∫ r3
r2

ρΞ1(r3,ρ ,Λr,5,k(s))ϒ1(r3,ρ ,λz,5,n)dρ

g7,6,n(s) =
2
hd

∑+∞
k=0 R̃7,k(l̂e(s))

ϒ0(r1,r2,λz,7,k)λz,7,k

Λr,6,k(s)cosh(hdΛr,6,k(s))

∫ z−2
z−1

sinh
(

(ξ − z−2)Λr,6,k(s)
)

sin
(

(ξ − z−2)
√

λr,6,n
)

dξ

g5,6,n(s) = 1
ν2n

∑+∞
k=0

(−1)kZ̃5,k(l̂e(s))
Λr,5,k(s)Ξ0(r3,r2,Λr,5,k(s))

∫ r3
r2

ρΞ1(r3,ρ ,Λr,5,k(s))ϒ1(r3,ρ ,λz,5,n)dρ
g7,8,n(s) =

4
πr1hd

∑+∞
k=0 R̃7,k(l̂e(s))

1
Λr,8,k(s)cosh(hdΛr,8,k(s))

∫ z−2
z−1

sinh
(

(ξ − z−2)Λr,8,k(s)
)

sin
(

(ξ − z−2)
√

λr,8,n
)

dξ

g1,8,n(s) = 1
ν1n

∑+∞
k=0

(−1)kZ̃1,k(l̂e(s))
Λr,1,k(s)Ξ0(r0,r1,Λr,1,k(s))

∫ r1
r0

ρΞ1(r0,ρ ,Λr,1,k(s))ϒ1(r0,ρ ,λz,1,n)dρ

h1,2,k,n(s) =
(−1)k

ν1n

∫ r1
r0

ρΞ1(r0,ρ ,Λr,2,k(s))ϒ1(r0,ρ ,λz,1,n)dρ
h2,3,k,n(s) =

2
z2−z1

ϒ1(r0, r1,λz,1,k)
∫ z2

z1
sinh

(

(z2− ξ )Λz,1,k(s)
)

sin
(

(z2− ξ )
√

λr,2,n
)

dξ
h3,4,k,n(s) =

2
z2−z1

ϒ1(r3, r2,λz,4,k)
∫ z2

z1
sinh

(

(z2− ξ )Λz,4,k(s)
)

sin
(

(z2− ξ )
√

λr,3,n
)

dξ

h4,5,k,n(s) =
(−1)k

ν2n

∫ r3
r2

ρΞ1(r3,ρ ,Λr,4,k(s))ϒ1(r3,ρ ,λz,5,n)dρ
h6,7,k,n(s) =

2
hd

ϒ1(r3, r2,λz,6,k)
∫ z−2

z−1
sinh

(

(ξ − z−2)Λz,6,k(s)
)

sin
(

(ξ − z−2)
√

λr,7,n
)

dξ
h7,8,k,n(s) =

2
hd

ϒ1(r0, r1,λz,8,k)
∫ z−2

z−1
sinh

(

(ξ − z−2)Λz,8,k(s)
)

sin
(

(ξ − z−2)
√

λr,7,n
)

dξ
(38)

A (s) is thus obtained by combining (36),(37) and (33). Its expression, very long and compli-
cated, is omitted due to the lack of space.

A.2 Expression of the effective flux and the induced flux in theMTB

We call effective flux,Φ, the magnetic flux created in the MTB, taking the eddy currents effects into
account. This flux can be seen as the difference of two fluxes: the flux created in the same MTB
without eddy currents,ΦT , and the induced flux created by eddy currents,Φe:

|Φ(t)|= |ΦT(t)−Φe(t)|

We define the effective flux in the air gap, in frequency domain, as the flux at the boundary
betweenΩ1 and the air gap:

Φ̂(s) =
∫∫

~B1d~S1

=

∮

~A1d~l1 from Stokes’ theorem

=2π
(

r1Â1(r1,z0,s)− r0Â1(r0,z0,s)
)

=2πr1Î(s)

(

2
z1− z0

+∞

∑
k=0

Z̃1,k(l̂e(s))
Ξ1(r0, r1,Λr,1,k(s))

Λr,1,k(s)Ξ0(r0, r1,Λr,1,k(s))
+

+∞

∑
k=0

b′1,k(s)ϒ1(r0, r1,λz,1,k)

)
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Combining this expression with (33), we get:

Φ̂(s) =

(

2
z1− z0

+∞

∑
k=0

Z̃1,k(l̂e(s))
Ξ1(r0, r1,Λr,1,k(s))

Λr,1,k(s)Ξ0(r0, r1,Λr,1,k(s))
+

+∞

∑
k=0

b′1,k(s)ϒ1(r0, r1,λz,1,k)

)

2πr1ŷ(s)

Ĝ(s)
(39)

Eddy currents vanishing at steady state, the flux created in the MTB without eddy currents may
be obtained ify(t) is at steady state at each timet. Using (39),ΦT reads:

ΦT(s) = 2πr1

(

2
z1− z0

+∞

∑
k=0

Z̃1,k(l̂e(s))
Ξ1(r0, r1,Λr,1,k(0))

Λr,1,k(0)Ξ0(r0, r1,Λr,1,k(0))
+

+∞

∑
k=0

b′1,k(0)ϒ1(r0, r1,λz,1,k)

)

ŷ(s)

Ĝ(0)
(40)

Finally, we getΦe by combining (39) and (40) with:

|Φe(t)|= |ΦT(t)−Φ(t)|

In frequency domain, we define the functionF :
√
−1R→ C such thatΦ̂e(s) = Fe(s)y(s):

Fe(s) =
4πr1

(z1− z0)G(s)

(

+∞

∑
k=0

(

Z̃1,k(l̂e(s))
Ξ1(r0, r1,Λr,1,k(0))

Λr,1,k(0)Ξ0(r0, r1,Λr,1,k(0))

−Z̃1,k(l̂e(s))
Ξ1(r0, r1,Λr,1,k(s))

Λr,1,k(s)Ξ0(r0, r1,Λr,1,k(s))

)

+
+∞

∑
k=0

(

b′1,k(0)ϒ1(r0, r1,λz,1,k)−b′1,k(s)ϒ1(r0, r1,λz,1,k)
)

)

(41)

15


